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y=Xb+e

The assumption that an increment of one unit in the dose of an 
allele has a fixed and linear effect in the phenotype is a simplistic 
and unrealistic assumption.
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Machine Learning
RKHS

Artificial Neural Networks

Bayesian Neural Networks

Random Forest

Boosting

Others: radial basis functions, support vector machines, bagging, lasso



Regression problems

yi = Xibi + Zuiui + e’i

is some function of SNP genotypes



RKHS recap

With penalized residual sum of squares → 



Artificial Neural Networks

is a transformation (linear or non-linear) 
for neuron s, with w being the vector of 
connection strengths between neurons

If the network is trained using Bayesian statistics, it is called Bayesian Neural 
Network (BNN)



Artificial Neural Networks

Different activity functions possibly 

for the neurons:

Threshold, lineal, exponential, 
sigmoidal, hyperbolic, …



Deep Learning

Add more layers. More complex models, and larger number of parameters to 
estimate. Still not better than other methods.
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Ensemble methods
Two steps



Ensemble methods



Random Forest
Ensemble methods



Random Forest
Ensemble methods
● Based on Classification And Regression Trees (CART).
● Use Randomization and Bagging.
● Performs Feature Subset Selection.
● Convenient for classification problems.
● Fast computation
● Simple interpretation of results for human minds.



Random Forest
Ensemble methods

tm is a decision tree (CART) on a bootstrapped 
sample of the data set. 



Random Forest
Ensemble methods
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Random Forest
Ensemble methods
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Regression trees

Trees are not pruned (do not care about 
overfitting of a single tree)



Random Forest
Ensemble methods

● tm is a decision tree (CART) on a bootstrapped sample of the data set. 
● The remaining observations are sent to an Out Of Bag (OOB) data set.
● The OOB will serve to monitor the loss function and to calculate the Variable Importance
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Boosting
Ensemble methods



Boosting
Ensemble methods

hm is a naïve predictor that minimizes a loss 
function (e.g. MSE), and built on the residuals 
from hm-1 

Usually, a shrinkage factor is applied 
on the naïve predictor, to improve 
convergence to a global minimum

Random Boosting: select mtry variables at each iteration to speed up the algorithm



Boosting
Ensemble methods

Brief description of the algorithm



Boosting
Ensemble methods

● Based on small gradients descent steps
● Performs feature subset selection
● Use simple regression
● “Highest” level of shrinkage
● Fast computation
● Any amount of data and markers.
● Tractable in “whole genome sequencing”



Boosting
Ensemble methods

● Based on small gradients descent steps
● Performs feature subset selection
● Use simple regression
● “Highest” level of shrinkage
● Fast computation
● Any amount of data and markers.
● Tractable in “whole genome sequencing”

Features to be tune or chosen
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Boosting
Ensemble methods

Bias-variance trade off (testing set)

Bias-variance trade off (training set)
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Bagging
Ensemble methods

hm is a predictor on a bootstrapped sample on 
the data, divided by M (averaging). 



Bagging
Ensemble methods
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Ensemble methods
● Use simple models.
● Use many models.
● Interpretation of many models, even simple model, may be much harder than 

with a single model.
● Ensembles are competitive in accuracy though at a probable loss of 

interpretability.
● Too complex ensembles may lead to overfitting.



Comparison between methods
● González-Recio et al. (2014)



Comparison between methods
● Reinoso et al. (in book “Genomic 

prediction of complex traits”)

Systematic review and meta-analysis for the 
predictive performance (mean squared error) 
using a Thurstonian model.

Might be biased on researcher’s preferences biased!



Comparison between methods
● Reinoso et al. (in book “Genomic 

prediction of complex traits”)

Systematic review and meta-analysis for the 
predictive performance (pearson correlation) 
using a Thurstonian model.

Might be biased on researcher’s preferences biased!



Considerations
● Machine Learning methods need of a thorough tuning of hyperparameters. 

Dedicate some time to tune them using internal and external cross-validation
● Usually, work better than ‘traditional’ models.
● Difficult to interpret from a biological point of view (but linear models are also an 

unrealistic simplification of biology).
● Some can be very fast, and easy computational pipelines can be implemented for 

genomic prediction (e.g. Random Boosting).



Considerations
● Not “one case fits all”.
● https://engraved.ghost.io/why-machine-learning-algorithms-are-hard-to-tune/
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